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Abstract 
 

Many researches have been going on since last two decades for object recognition, shape matching, and 
pattern recognition in the field of computer vision. Face recognition is one of the important issues in 
object recognition and computer vision. Many face image datasets, related competitions, and evaluation 
programs have encouraged innovation, producing more powerful facial recognition technology with 
promising results. In recent years, we have witnessed tremendous improvements in face recognition 
performance from complex deep neural network architectures trained on millions of face images. Face 
recognition is the most important biometric and stills many challenges such as pose variation, 
illumination variation, etc. In order to achieve the desired performance when deploying in reality, the 
methods depend on many factors. One of the main factors is quality of input image. Therefore, facial 
recognition systems is installed outdoors which are always affected by extreme weather events such as 
haze, fog. The existence of haze dramatically degrades the visibility of outdoor images captured in 
inclement weather and affects many high-level computer vision tasks such as detection and recognition 
system. In this paper, we propose a preprocessing method to remove haze from input images that 
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enhances their quality to improve effectiveness and recognition rate for face identification based on 
Convolutional Neural Network (CNN) based on the available datasets and our self-built data. To perform 
the proposed method for outdoor face recognition system, we have improved the system accuracy from 
90.53% to 98.14%. The results show that the proposed method improves the quality of the image with 
other traditional methods. 
 

 
Keywords: Face recognition; convolutional neural networks; FaceNet; dark channel prior; histogram 

equalization. 
 

1 Introduction  
 
A facial recognition system (FRS) is capable of identifying or verifying a person from a digital image or a 
video frame from a video source. There are multiple methods in which facial recognition systems. Face 
recognition (FR) has been the prominent biometric technique for identifying authentication and widely used 
in many areas such as military, finance, public security and daily life. Recently progress in this area has been 
due to two factors: (i) end to end learning for the task using a convolutional neural network (CNN), and (ii) 
the availability of very large scale training datasets.  
 
CNNs have taken the computer vision community by storm, significantly improving the state of the art in 
many applications such as FRS. One of the most important ingredients for the success of such methods is the 
availability of large quantities of training data. In the world of facial recognition system, recognition of face 
images acquire in an outdoor environment with changing in illumination and/or pose, etc. Besides, there are 
extreme weather events such as haze, fog, and smoke.  
  
The difficulties in face recognition mainly come from two aspects:  
 

1) Environmental conditions affect the quality of the input image.  
 
2) The method of implementation: Images of outdoor scenes are usually degraded by the turbid medium 
(e.g., particles, water-droplets) in atmosphere. Haze, fog, and smoke are such phenomena due to 
atmospheric absorption and scattering. The irradiance receiving by camera from scene point is 
attenuated along line of sight. Furthermore, the incoming light is blended with air light (ambient light 
reflected into the line of sight by atmospheric particles). The degraded images lose their contrast and 
color fidelity. Since the amount of scattering depends on distances of scene points from camera, the 
degradation is spatial-variant. Haze removal (or dehazing) is highly desired in both 
consumer/computational photography and computer vision applications. Firstly, removing haze can 
significantly increase the visibility of scene and correct color that are caused by air light. In general, the 
haze-free image is more visually pleasing. Secondly, computer vision algorithms perform on from low-
level image analysis to high-level object recognition. Therefore, the haze removal can produce depth 
information and benefit many vision algorithms and advanced image editing.  

 
In the past, the field of machine learning has undergone several major developments. One important 
advancement is a technique known as “deep learning” that aims to model the high-level data abstractions by 
employing deep networked architectures composing of multiple linear/non-linear transformations. It has 
made a remarkable impact in computer vision performance previously unattainable on many tasks such as 
image classification, object detection, and especially face recognition. Despite significant recent advances in 
the field of face recognition, there are different approaches for using the CNN. However, implementing face 
verification and recognition efficiently at scale presents serious challenges to current approaches. In this 
paper, we employ a system called FaceNet based on [1] to perform face recognition. FaceNet is a face 
recognition system that was described by Florian Schroff, et al. at Google in 2015. It is a system that will 
extract high-quality features from the face and predict a 128 element vector representation (these features are 
called a face embedding) and inserts them into a feature space. The model is a deep CNN trained via a triplet 
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loss function that encourages vectors for the same identity to become more similar (smaller distance), 
whereas vectors for different identities are expected to become less similar (larger distance). 
 
A facial recognition system that can identify people at significantly higher accuracy than a human is very 
value. It can generate a shortlist for the human who can then make a final decision for further action. The 
accuracy of such a system will depend on the main factors such as quality of images. Consequently, the 
purpose of this paper is to propose a solution which improves performance of systems. By combining the 
two main algorithms are histogram equalization and dark channel prior [1] to remove haze from a single 
input image, we can recover a high quality haze -free image and produce a good depth map to process image 
input of systems which aims at a facial recognition system. 
 

2 Related Work  
 
In the context of computational photography, there is an increasing focus on developing methods that restore 
images as well as extracting other quantities at minimal requirements in terms of input data, user 
intervention, and sophistication of acquisition hardware. Therefore, preprocessing to eliminate noise, recover 
images, improve and enhance the quality of input images is often studied and proposed in the facial 
recognition system to aims increase in accuracy or minimize calculations to deploy in real time in the most 
optimal way. Haze removal is a challenging problem since it is dependent on the unknown depth 
information.  
 
There are many methods that have been proposed by using multiple images or additional information. 
Polarization [1] removes the haze effect through two or more images taken with different degrees. In [4-6] 
more constraints are obtained from multiple images of the same scene under different weather conditions. 
The dark-object subtraction method [7] subtracts a constant value, corresponding the darkest object in scene 
from each band. Recently, single image haze removal [7][7] has made significant progresses. The success of 
these methods lies in using a stronger prior or assumption. Tan [7] shows that the haze-free image must have 
higher contrast comparing with input haze image. Therefore, they removes the haze by maximizing local 
contrast of restored image. Coming up with contrast enhancement can be obtained by using histogram 
equalization.  
 
Deep CNN has recently demonstrated outstanding performance in variety of vision tasks such as face 
recognition object detection and classification [11],[21],13]. Deep learning applies multiple processing 
layers to learn representation of data with multiple levels of feature extraction. This emerging technique has 
reshaped the research landscape of face recognition (FR) and launched by the breakthroughs of Deep face 
method. Therefore, deep FR technique, which leverages hierarchical architecture to stitch together pixels 
into invariant face presentation, has dramatically improved the state-of-the-art performance and fostered 
successful real-world applications. Two deep network architectures that have been recently are used to great 
success in the computer vision community. Both are deep convolutional network [1],[14].  
 
The first architecture is based on model consists of multiple interleaved layers of convolutions, non-linear 
activations, local response normalizations, and max pooling layers [14]. We additionally add several 1×1×d 
convolution layers inspired by the work of [14]. The second architecture is based on the Inception model of 
Szegedy et al. which was recently used as for Image Net 2014 [7]. The works of [3],[14],[17] all employ 
complex system of multiple stages that combine the output of deep convolutional network with PCA for 
dimensionality reduction and an SVM for classification.   
 
Sun et al. [5,14] propose a compact for compute network. They use an ensemble of 25 of these networks and 
each operating on a different face patch. For their final performance on LFW (99:47%) [9] the authors 
combine 50 responses (regular and flipped). Both PCA and a Joint Bayesian model [17] that effectively 
correspond to a linear transform in the embedding space are employed. Their method does not require 
explicit 2D/3D alignment. The networks are trained by using a combination of classification and verification 
loss. The verification loss is similar to the triplet loss. We employ [6],[14],[7] in that and it minimizes the 
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L2-distance between faces of the same identity and enforces a margin between the distance of faces of 
different identities. The main difference is that only pairs of images are compared, whereas the triplet loss 
encourages a relative distance constraint. The networks are trained by using a combination of classification 
and verification loss. The verification loss is similar to the triplet loss we employ [6] that it minimizes the 
L2-distance between faces of the same identity and enforces a margin between the distance of faces of 
different identities. The main difference is that only pairs of images are compared whereas the triplet loss 
encourages a relative distance constraint which used in systems. 
 
This paper is organized as follows. In section III, we present approach for image restoration, haze removal 
and face recognition using FaceNet. The results are present in Section IV. In Section V we summarize our 
approach and discuss its limitations.  
 

3 Methodology  
 
Based on the requirements and objectives above, we propose the system which consists of two main blocks:  
 

(i) Preprocessing image (Module A),  
(ii) Face recognition (Module B).  

 
System structure diagram is illustrated in Fig. 1. More detail the blocks is described in Fig. 1. 
 

FACENET
CLASSIFIER
(KNN, SVM)

Label

Score

Module B

Input image

Pre-Processing

Module A

 
 

Fig. 1. Structure of proposal system 
 

Original 
Image

Haze removal 
using Dark 

Channel Prior

Historgram 
Equation

Gaussian Low
Pass Filter

Improved 
Image

Load Haze 
Image

Compute 
Dark Channel 

Prior

Estimate 
Transmission 

Map

Soft Matting
Recovering 
the Scene 
Radiance

Haze Free 
Image

 
 

Fig. 2. Diagram of preprocessing steps 
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3.1 Module A: Preprocessing image 
 
The pre-processing of input image will be made through the following steps as shown in Fig. 2 with the 
initially established purpose. 
 
By combining image processing algorithms sequentially, we improve input image for facial system. The 
algorithms use histogram equation, Gaussian low pass filter, and Dark channel prior (DCP). In this paper, we 
focus on haze removal using the Dark channel prior algorithm, and propose an improvement by increasing 
patch size of dark channel prior which is demonstrated below. 
 
Haze (or fog, mist, and other atmospheric phenomena) is a main degradation of outdoor image that is weak 
both colors and contrasts. In computer vision and computer graphics, the model widely used to describe the 
formation of a haze image is as follow [4,16,19,20] 
 

I(x) = J(x)t(x) + A(1-t(x))                                                                                                                 (1) 
 
where I is the observed intensity, J is the scene radiance, A is the global atmospheric light, and t is the 
medium transmission describing the portion of light that is not scattered and reaches by camera. The goal of 
haze removal is to recover J and A. 
 
The first parameter (J(x)t(x)) of Equation (1) is called direct attenuation [7], and the second parameter (A(1-
t(x))) is called air light [14], [17]. Direct attenuation describes the scene radiance and its decay in the 
medium. This model (model A) explains the loss of contrasts due to haze as the average result of image with 
constant color. For a patch with uniform transmission t, the visibility (sum of gradient) of input image is 
reduced by the haze, since t<1: 
 

|| I(x) || t || (x) || || I(x) ||
x x x

J      
                                                                             

(2) 

 
The transmission t in local patch is estimated by maximizing the visibility of patch and satisfying a 
constraint where the intensity of J(x) is less than that of A. 

 
          (a)                                                               (b) 

 

Fig. 3. (a) Left: Haze image formation model. (b) Right: Constant albedo model used in Fattal’s work 
[17] 

 
The dark channel prior is based on the following observation on haze-free outdoor images. In most of non-
sky patches, at least one color channel has very low intensity at several pixels. The formation of an image J 
is calculated as shown in Fig. 3 as [7]: 
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{R,G,B} (x)

min min( (x))dark c

c y

J J
 

 
  

                                                                                                    

(3) 

 

where 
cJ is a color channel of J and ( )x is a local patch at x. Based on the statistical observation which is 

collected an outdoor, images are selected from [21] and 150 most popular tags annotated by users. We 
randomly select 5000 images and manually cut out the sky regions. According to the observation, the 

intensity of 
darkJ is low and tends to be zero excepting sky region, if J is haze-free outdoor image [7]. 

Therefore, 
darkJ is called the dark channel of J. In other word, the pixel value at the dark channel can be 

approximated as follows: 
   

J 0dark                                                                                                                                            (4) 

 

Due to the additive air light, a haze image is brighter than its haze-free version in where the transmission t is 
low. Therefore, the dark channel of haze image will have higher intensity in regions with denser haze.  
 

The minimum intensity in local patch of each color channel is taken after dividing Eq. (1) by 
cA as follows:

    

~ ~

(x) (x)

(y) (y)
min (x) min (1 (x))

c c

c cy y

I J
t t

A A 
  

                                                                             
(5) 

 

where the transmission in local patch (x) is assumed to be constant and is represented as 
~

(x)t [5]. The min 

operator of the three color channels can then be applied to Eq. (2) as follows: 
 

~ ~

(x) (x)

(y) (y)
min min (x) min min (1 (x))

c c

c cy c y c

I J
t t

A A 

   
     

                                                                 

(6) 

According to DCP approximation of Eq. (3), 
~

(x)t can be represented as:  

 
~

(x)

(y)
(x) 1 min min

c

cy c

I
t

A

 
   

                                                                                                                 

(7) 

The atmospheric light A needs to be estimated in order to obtain the transmission map t
�

. The pixel value of 
dark channel is first selected, and the color with the highest intensity value among selecting pixels is then 
used as value for A. It is noted in [11] that DCP is not reliable in the sky region. Therefore, the color of sky 
is close to A in haze images, and is calculated by:   
     

(x)

(y)
min min 1

c

cy c

I

A

 
 

 

 and 
~

(x) 0t                                                                                                    
(8)

 

In [7], they estimate transmission map from an input haze image using the patch size 15x15. It is reasonably 
good but containing several block effects since the transmission is not always constant in a patch. Therefore, 
this map is a soft-matting method [21]. The original DCP based on dehazing algorithm adopts soft matting to 
refine the transmission map. The degradation model in Eq. (1) is similar to the soft-matting. The following 
cost function is calculated by:  
 

~ ~

E(t) t (t ) (t )T TLt t t                                                                                                             
(9) 
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where L is the matting Laplacian matrix proposed by [21], and  is a regularization parameter. The first 
parameter is the smooth and the second is the data. 
 
The optimal t can be obtained by solving the following sparse linear system as:  
  

~

(L ) tU t                                                                                                                            (10) 

where U is an identity matrix of same size as L and 
410   is used in our experiments. 

 
In our experiment instead of using large size, we’re going to use small size such as 7x7. This proposal will 
significantly reduce block effect. In several cases, we have recovered the scene radiance with transmission 
without needing through soft matting. Therefore, we decrease processing time which doesn’t affect the 
results. Fig. 4 is example of image after performing Haze removal.  The results will present in the simulation 
section. 
 

(a) (b) (c) (d)
 

 
Fig. 4. Haze removal result: (a) input haze image [21], (b) estimated transmission map, (c) refined 

transmission map after soft matting, (d) final haze-free image [21] 
 

3.2 Module B: Face recognition 
 
A FRS consists of four modules as depicted in Fig. 5: detection, alignment, feature extraction, and matching 
where face detection segments the areas from background. Face alignment is aimed at achieving more 
accurate localization and at normalizing faces where face detection provides coarse estimates of location and 
scale of each detected face. After normalizing face geometrically and photometrically, feature extraction is 
performed to provide effective information that is useful for distinguishing between faces of different 
persons and stable with respect to the geometrical and photometrical variations and face matching. The 
extracting feature vector of input face is matched against those of enrolled faces in database. It output the 
identity of face when a match is found with sufficient confidence or indicates an unknown face. 
 

Face 
Detection

----------------
Tracking

Face 
Alignment

Feature 
Extraction

Feature 
Matching

Database 
of Enrolled 

Users

Face Location, 
Size & Pose

Aligned 
Face

Feature 
Vector

Face ID

Image/
Video

 
 

Fig. 5. Face recognition processing flow based on [21] 
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Fig. 6. Face recognition structure diagram 
 

In this paper, we will develop a face recognition system as shown in Fig. 6. We will use the Multi-Task 
Cascaded Convolutional Neural Network (MTCNN) for face detection. FaceNet model will be used to create 
a face embedding for each detected face. We then will develop a linear Support Vector Machine (SVM) 
classifier model to predict a face.  
 
3.2.1 Face detection and alignment 
 
MTCNN is state-of-the-art deep learning model for face detection describing in [23]. The network uses a 
cascade structure with three networks. Firstly, the image is rescaled to a range of different sizes (called an 
image pyramid). The first model (Proposal Network or P-Net) then selects candidate facial regions, and the 
second model (Refine Network or R-Net) filters bounding boxes, and the third model (Output Network or O-
Net) proposes facial landmarks. It is described in Fig. 7. The three models are not connected directly. 
Outputs of previous stage are fed as input to next stage. This allow additional processing to be performed 
between stages. The output of MTCNN is a list of “dict” object. Each of them provides a number of keys for 
detecting face that includes: 
 

1) ‘box’ provides x and y of the bottom left of bounding box as well as its width and height 
2) ‘confidence’ is the probability confidence of the prediction 
3) ‘keypoints’  provides a “dict” with their features such as ‘left_eye’, ‘right_eye’, ‘nose’, ‘mouth_left’, 

and ‘mouth_right’. 
 

 
 

Fig. 7. The architectures of P-Net, R-Net and O-Net [21] 
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3.2.2 FaceNet 
 
FaceNet is a deep CNN trained via a triplet loss function that encourages vectors of the same identity to 
become more similar (smaller distance). The vectors with different identities are expected to become loess 
similar (larger distance). The training model is an important innovation. The main difference between 
FaceNet and other techniques is mapping from images and creating embeddings rather than using any 
bottleneck layer for recognition or verification tasks. The embeddings are created all the other tasks like 
verification, recognition, etc.    
 

Batch 

DEEP ARCHITECTURE L2

E
M
B
E
D
D
I
N
G

TRIPLET
LOSS

 
 

Fig. 8. Model structure of FaceNet [1] 
 
This system employs a particular loss function called the triplet loss. The triplet loss minimizes the L2 
distance between images of same identity and maximizes L2 distance between different characters of face 
images. It is described in Fig. 8. The creator devises an efficient triple selection mechanism which smartly 
selects three images at a time. These images consist of three types, namely anchor (an image of a random 
person), positive image (another image of the same person), and negative (an image of a different person). 
Choosing the correct image pairs is extremely important. In order to ensure fast convergence, it is crucial to 
select triplets that violate their constraint. 
 
The loss that is being minimized as:   
     

2 2
2 2[|| ( ) ( ) || || ( ) ( ) || ]

N
a p a n

i i i i
i

f f f fx x x x    
                                                              

(11) 
 
One of the network architectures used in facenets is based on GoogLeNet style Inception models [1]. These 
models have around 6.6M to 7.5M parameters. According to [1], authors train the CNN using Stochastic 
Gradient Descent (SGD) with standard backprop and AdaGrad. In this paper, the authors begin to train with 
a learning rate of 0.05 and descending. Facenet results achieved an accuracy of about 99.63% with LFW 
dataset and 95.13% with Youtube Faces DB [1]. 

 
3.3 Peak Signal - to- Noisy Ration (PSNR) and Mean Squared Error (MSE) 
 
We try to improve maximum possible power of a signal and corrupting noise that effects the fidelity of its 
representation. Peak Signal- to- Noisy Ration (PSNR) is usually expressed in term of logarithmic. 

 
PSNR is defined via mean squared error (MSE). Given a noise-free m n monochrome image/ and its noisy 
approximation K, MSE is defined as: 

 
1 1

2

0 0

1
[I(i, j) K(i, j)]

m n

i j

MSE
mxn

 

 

 
                                                                                   

(12) 
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The PSNR (in dB) is defined is: 
 

2

1010log IMAX
PSNR

MSE

 
  

                                                                                                      

(13) 

 

where, IMAX is the maximum pixel value of image. When the pixels are represented using 8 bits per 

sample, it is 255. When samples are presented using linear PCM with B bits per sample, IMAX  is 2 1B  . 

The image input of system is color images. For color images with three RGB values per pixel, MSE is the 
sum over all squared value differences divided by image size and by three.  
 
PSNR and MSE are used to comparing the squared error between the original image and reconstructed 
image. There is an inverse relationship between PSNR and MSE. A high PSNR value indicates the good 
quality of image. 
 

4 Experiments 
 
To evaluate the effectiveness of proposal system, we calculate two parameters for two models: 

 
1) As for image quality improvement, we use MSE and PSNR. 
2) About face recognition, we perform through the corresponding top-k scores. 

 

4.1 Evaluations on dehazing  
 
Fig. 9 shows our haze removal results. In Table 1, we compare the result of proposal with other methods. 
Experiments were carried out on image data sets collected from NYU2 Depth Database [24] and Middle-
bury stereo database [25]. The data are scenes of nature, streets, construction sites, aerial images etc. that are 
affected by haze and fog. We set different values of atmospheric light A in the range [0.6, 1.0] and select 
values [0.4, 1.4]. In addition, we added an outdoor dataset that we collected from the internet ourselves to 
evaluate the effectiveness of the method. 
 
We then compared the proposed method with several state-of-the-art dehazing methods such as Fast 
Visibility Restoration (FVR) [26], Boundary Constrained Context Regularization (BCCR) [27], Automatic 
Atmospheric Light Recovery (ATM) [7]. The synthesized hazing images are accompanied with ground-truth 
images. Table 1 displays the average of PSNR and MSE.   
 
Based on results, we found that the proposed method has greatly improved the accuracy (with PSNR value 
increasing by nearly 10dB) without changing algorithm complexity and additional preprocessing module. 
 

4.2 Evaluate effectiveness of proposed method 
 
To evaluate the effectiveness of the proposed pretreatment method with the facial recognition system, we 
use face image data. We use LFW dataset in facenet [1]. This dataset contains 13233 photos of 5749 people. 
The images are then randomly generated with fog and smoke effects. 
 
In addition, we added an image dataset of 100 self-built people. Data containing the human face was taken in 
the context of fog, haze like nature. In this paper, we focus on improving the accuracy of the system after 
pre-processing the input image for the recognition system. 
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Evaluation results for model B are shown in Fig. 10. Top-k scores results in two cases with and without 
pretreatment are 98.14 and 90.53, respectively. In the case of preprocessing, the coefficient k is improved up 
to 9%. 
  

 
 

Fig. 9. Results of quality image after recovering 
 

Table 1. Comparing result of the proposal method with other methods 
 

Value Proposal Method ATM  [7] NLD [28] BCCR [27] FVR [26] 
MSE 650.25 4794.4 2130.6 917.2 849.23 
PSNR 20.19 11.33 14.8 18.51 18.84 

 

Face
Images

FACE RECOGNITION
Accuracy_1

90.53

Pre-
ProcessingFace

Images

FACE RECOGNITION
Accuracy_2

98.14

 
 

Fig. 10. Before and after preprocessing results 



 
 
 

Huu et al.; JAMCS, 34(6): 1-14, 2019; Article no.JAMCS.53845 
 
 
 

12 
 
 

5 Conclusion 
 
In this paper, we proposed a preprocessing solution that enhances the input image quality for outdoor 
systems. However, the input images always have challenges of lighting conditions, diverse angles, it loses 
details. In particular, the faces in these images are usually small with low resolution. In the future, we will 
improve the resolution by applying state-of-the-art methods developed in Deep Learning or GAN structures 
to solve the task. 
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